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Abstract—Speech is one of the primary modes of 
communication with a lot of identical features for measuring 
performance and behavior of human voice. Accent is an 
important element and can play a vital role in spoken language. 
In this paper, we propose a region detection approach of UK 
citizens by recognizing their accent from continuous speech. The 
ultimate goal of this paper is to detect the region of UK citizens 
from which region among Ireland, Midland, Northern England, 
Scotland, Southern England and Wales he/she belongs using 
continues speech. Firstly, we use Mel Frequency Cepstral 
Coefficient (MFCC) for extracting the feature from continuous 
speech. Then we applied several Machine Learning classifiers to 
train and test our model. After evaluating performance we find 
that k-Nearest Neighbors (k-NN), Support Vector Machine 
(SVM), and Random Forest classifier provide comparatively 
better accuracy than others. We also perform a comparative 
analysis of these three algorithms. We got the best accuracy of 
98.48% by applying k-NN classifier.

Keywords—Speech Processing, Speaker Recognition, Region 
Detection, Accent Classification

I. In t r o d u c t io n

Speech is a powerful medium for efficient 
communication. Having a bunch of unique features, speech is 
one of the most useful identifiers to recognize speakers. Each 
speech sound can be analyzed in terms of its phonetic features, 
the chunks of the sound that can each be autonomously 
controlled by the articulators. Accent is one of the powerful 
bases to differentiate speakers from the same language and 
different place. It is a unique way that groups of people who 
speak the same language sound and also an identifiable style 
of pronunciation. For successful communication, learning to 
quickly process accented speech is a prerequisite. The 
characteristic of accent is changing his perception in a human 
lifespan [1]. Interpersonal evaluations of speaker’s accent is a 
useful technique to identify the local population and 
foreigners [2]. So, the accent dependent speaker recognition 
technique is one of the leading technologies in the field of 
speech recognition.

For extracting speech features there is a comparative study 
done by Tantisatirapong [3] for performing Thai Speech
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Recognition System depending on Accent using ESD, PSD, 
MFCC, and SPT algorithm. They conclude that the feature 
based on MFCC provides average accuracy of 93.81% for 
females and 89.34% for male voices. Chunrong [4] performs 
an approach that can perform speech feature extraction and 
detect the singular signal in a noisy environment.

Region detection is one of the important tasks of 
classifying people from a specific geographical area. It has a 
lot of applications including detecting the speaker from an 
unknown region, verifying the unknown region of crime 
suspect and speaker recognition. There are a lot of research is 
done for recognizing speakers from online meetings, 
television conversations, and live speech. Vinyals [5] 
performs a speaker recognition approach from an online 
meeting by using a single far-field microphone. A self­
learning speech-controlled system for speaker identification 
and adaptation in terms of detecting unknown speaker is 
performed by Herbig [6-7] using Unsupervised Speech 
Controlled System. Amino [8] describe different factor that 
affects human speaker recognition application. They perform 
two different experiments to identify those effects. A speaker 
change detection in broadcast television is performed by Yin 
[9] where Bi-LSTM were used and said that Bi-LSTM method 
shows an improved result than conventional method. There is 
also a lot of speech-based speakers’ gender, height, weight, 
age detection approach is done in different researchers [10­
13].

The combination of speaker recognition for identifying 
different regions or other geographical identities is an 
important term in modern communication. A closely related 
work is done in different Indian languages to detect four 
different accents for Bengali, Gujarati, Malayalam and 
Marathi by Joseph [14]. They used Dynamic Time Warping 
algorithm to train the model, MFCC to extract features, and 
get 63.4% accuracy. The contribution is important for 
different languages, but it is quite difficult when someone has 
to work with the same language. Danao [15] perform a 
regional accent detection approach for Tagalog language in 
Philippines using several classifiers but Multi-Layer 
Perceptron (MLP) classifier did the best performance with
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93.33% accuracy. A study about determining American 
English and Indian English accented speech using Gaussian 
Mixture Modeling (GMM) is examined by Deshpande [16]. 
Mannepalli [17] introduces a method to identify three 
different accents namely Coastal Andhra, Rayalaseema and 
Telangana of Telugu language using Nearest Neighborhood 
Classifier and achieved 72% accuracy. For Chinese accent 
detection Long [18] perform a method based on RAST A - PLP 
algorithm extracting features known as short-time spectrum of 
each speech segment and record accuracy of 80.8% using 
Naive Bayes classifier. Zheng [19] propose a new 
combination of accent discriminative acoustic features, accent 
detection, and an acoustic adaptation approach for accented 
Chinese speech recognition.

In this research, we have proposed a method that performs 
speaker identification from continues speech and recognizes 
the speaker on the basis of six different regions of the United 
Kingdom. We also perform a comparative analysis of three 
different algorithms used in this contribution.

II. Me t h o d o l o g y

In this research, we follow the workflow showed in Fig. 1

Data Collection Data Preprocessing

Test Model � - c  Train Model I H  Feature Scaling 3 H  Data Labeling ~ |

i_____________ I

Fig. 1: Overall Workflow

A. Dataset Discription
We used Crowdsourced high-quality UK and Ireland 

English Dialect speech data set from Demirsahin [20] for this 
work. This dataset is available on Google’s open SLR. It 
contains audio data collected from six different regions of the 
United Kingdom. The total length of the recording is more 
than 31 hours. The duration of each audio is 6-7 seconds on 
average. There is a total of 17,877 audio samples where 
10,627 audios were collected from males and 7,250 audios 
were collected from females. Southern England, almost 47% 
of the whole dataset.

Fig. 1 shows the percentage of male-female ratio of total data.

TABLE I. Nu m b e r  o f  Sa m p l e  Da t a  f o r  Di f f e r e n t  Re g io n

Region Sample
Ireland 450
Midland 696
Northern England 2847
Scotland 2543
Southern England 8492
Wales 2849

Fig.2 shows a comparison of the amount of data between the 
regions.

Fig.2: Percentage of data collected from the regions.

B. Feature Extraction
Before feature extraction, we did pre-processing of the 

audio file followed by Mehedi [21]. Audio features are the 
best way to represent an audio signal for machine learning 
algorithms. Among all the audio features, one of the most 
popular features are MFCC features. MFCC features are the 
short-time power spectrums of audio. It is calculated in some 
steps.

Algorithm: MFCC extraction
Input : Continuous audio speech

Output : Mel frequency cepstrum coefficients as 
features

1 : Read continuous audio, A
2 : Split the whole audio into some short frames
3 : Calculate the power spectrum’s 

periodogram estimate for each frame
4 : Sum the energy of each filter from power 

spectrum by applying mel filter-bank
5 : Calculate the logarithm of energies of each 

filter-bank.
6 : Calculate the Discrete Cosine Transform 

(DCT) values of the logarithmic energies.
7 : Take the first 20 DCT coefficients as 

features.

C. Data Labeling
Six regions are six types of accents. We labelled the 

accents by some integer numbers. T able. II shows accent 
names and corresponding integer values.

Fig. 1 Ratio of male-female data

All the audio available in this dataset was recorded by the 
volunteers who identified themselves as native speakers of 
corresponding regions. Most of the data collected from 
Southern England, almost 47% of the whole dataset. Table. I 
shows how much data a region has.

TABLE II. Co r r e s p o n d in g  l a b e l  o f  Di f f e r e n t  Re g io n

Region Name Label
Ireland 1
Midland 2
Northern England 3
Scotland 4
Southern England 5
Wales 6
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D. Feature Sailing
Distortion features bear a bad impact on the performance of 
the model. Feature scaling is needed to reduce the distortion 
of features. Here we do some simple transforms and compress 
the features into a short range. We tested the two most 
popular feature scaling techniques in this work.

1. Min-Max Scaling: Min-max Scaling is calculated 
from this equation [22]

V  =  *  — m in (x )  .......... (1 )
m a x ( X )  — m in (x )

2. Standard Scaling: Standard Scaling is calculated 
from this equation [22]

Fig. 4: Heat Map of Support Vector Machine Confusion 
Matrix

106 0 1 0 4 0

0 140 7 3 13 3

0 0 611 6 44 5

0 1 23 531 64 7

0 1 29 10 2171 4

0 0 13 4 50 619

i 2 3 4 5 6
Predicted labels

III. Ex p e r im e n t  s e t u p  a n d  r e s u l t Fig.5: Heat Map of Random Forest Confusion Matrix
A. Experimental Setup

For training the model, we applied several machine learning 
algorithms. We applied these algorithms in two ways. In one 
way, we trained the model with the features extracted from the 
audio. In another way, we scaled the features and trained the 
model with scaled features. We observed that some algorithms 
work better with scaled features, while there is no impact of 
feature scaling on other algorithms. Among these algorithms, 
k-NN, SVM, and Random Forest performed better. Sample of 
the impact of feature scaling on different algorithms has been 
shown in table

TABLE III. DIFFERENT ALGORITHM AND THEIR ACCURACY

Algorithm Accuracy
No scaling Min-max

scaling
Standard
scaling

k-NN 90.67% 98.48% 98.23%
SVM 49.55% 63.15% 97.25%
Random Forest 93.47% 93.47% 93.47%

The confusion matrices of these three algorithms have been 
given in fig 3, 4, & 5 to measure the performance.

Fig. 3: Heat Map of k-Nearest Neighbors Confusion Matrix

B. Result

We splitted the whole dataset into two segments of 75% 
for training the model and 25% for testing the model. For 
performance evaluation we have considered multiple 
parameters such as Precision, Recall, F1-score and Accuracy. 
The Label column represents corresponding region names 
given in Table II. The performance of the best three 
algorithms has been shown in tables IV, V & VI. In each table 
the parameter values of each label have been given from 
corresponding rows. The Macro-average values are the 
normal mean of each corresponding column. Support column 
has been used as weight for calculating the weighted average 
of each column. The accuracy of each label has been shown 
in corresponding rows at Accuracy column.

TABLE IV. PERFORMANCE OF K-NEAREST NEIGHBORS ALGORITHM

Label Precision Recall F1-score Support Accuracy
1 1.00 0.99 1.00 111 0.99
2 0.99 0.98 0.98 166 0.98
3 0.96 0.99 0.97 666 0.99
4 0.98 0.97 0.98 626 0.97
5 0.99 0.99 0.99 2215 0.99
6 0.99 0.98 0.99 686 0.98

Macro­
average

0.99 0.98 0.98 4470 0.98

Weighted
average

0.98 0.98 0.98 4470 0.99

TABLE V. PERFORMANCE OF SUPPORT VACTOR MACHINE ALGORITHM

Label Precision Recall F1-score Support Accuracy
1 1.00 0.98 0.99 111 0.98
2 0.99 0.98 0.98 166 0.98
3 0.94 0.97 0.95 666 0.97
4 0.98 0.91 0.94 626 0.91
5 0.97 0.99 0.98 2215 0.99
6 0.99 0.97 0.98 686 0.97

Macro­
average

0.98 0.97 0.97 4470 0.97

Weighted
average

0.97 0.97 0.97 4470 0.97
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TABLE VI. PERFORMANCE OF RANDOM FOREST ALGORITHM

Label Precision Recall Fl-score Support Accuracy
1 1.00 0.95 0.98 111 0.95
2 0.99 0.84 0.91 166 0.84
3 0.89 0.92 0.91 666 0.92
4 0.96 0.85 0.90 626 0.85
5 0.93 0.98 0.95 2215 0.98
6 0.97 0.90 0.94 686 0.90

Macro­
average

0.96 0.91 0.93 4470 0.91

Weighted
average

0.94 0.93 0.93 4470 0.93

The overall Precision, Recall, F1-score values and final 
Accuracy of best three algorithms are shown in Table VII 
with corresponding Error Rate.

TABLE VII. PERFORMANCE IN DIFFERENT MODEL

Model Precision Recall Fl-
Score

Accuracy Error
Rate

k-NN 0.99 0.98 0.98 98% 0.02
SVM 0.98 0.97 0.97 97% 0.03
Random Forest 0.96 0,91 0.93 93% 0.07

IV. Co n c l u s io n s

In this paper, we investigate the way of detecting speaker’s 
region from six different regions of the United Kingdom 
using speech datasets named ‘Crowdsourced high-quality 
UK and Ireland English Dialect speech data set’ based on 
accent classification. We used MFCC for preprocessing the 
data and feature extraction. Then we perform several 
numbers of algorithm to measure the performance. But in this 
paper, we reported the performance of SVM, k-NN and 
Random Forest classifier to train and test our model. We also 
include the comparative analysis of these three different 
classifiers to introduce the best one for region detection.
Our findings demonstrate that k-NN provides the highest 
performance of 98.48% accuracy to detect speaker region 
where SVM and Random Forest provide an accuracy rate of 
97.25% and 93.47%, respectively.
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